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Preface

Quantum computing, a topic unknown to most of the population
a decade ago, has burst into the public’s imagination over the past few
years. Part of this interest can be attributed to concerns about the slowing
of technology scaling, also known as Moore’s law, which has driven com-
puting performance for over half a century, increasing interest in alterna-
tive computing technology. But most of the excitement comes from the
unique computational power of a quantum computer and recent progress
in creating the underlying hardware, software, and algorithms necessary
to make it work.

Before quantum computers, all known realistic computing devices
satisfied the extended Church-Turing thesis,!? which said that the power
of any computing device built could be only polynomially faster than a
regular “universal” computer—that is, any relative speedup would scale
only according to a power law. Designers of these “classical”® computing
devices increased computing performance by many orders of magnitude
by making the operations faster (increasing the clock frequency) and
increasing the number of operations completed during each clock cycle.

1 M.A. Nielsen and I. Chuang, 2016, Quantum Computation and Quantum Information,
Cambridge University Press, U.K.

2P. Kaye, R. Laflamme, and M. Mosca, 2007, An Introduction to Quantum Computing, Oxford
University Press, Oxford, UK.

3 In the field of quantum computing, and throughout this report, computers that process
information according to classical laws of physics are referred to as “classical computers,” in
order to distinguish them from “quantum computers,” which rely upon quantum effects in
the processing of information.

X1
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While these changes have increased computing performance by many
orders of magnitude, the result is just a (large) constant factor faster than
the universal computing device. Bernstein et al. showed in 1993 that
quantum computers could violate the extended Church-Turing thesis,*
and in 1994 Peter Shor showed a practical example of this power in factor-
ing a large number: a quantum computer could solve this problem expo-
nentially faster than a classical computer. While this result was exciting,
at that time no one knew how to build even the most basic element of a
quantum computer, a quantum bit, or “qubit,” let alone a full quantum
computer. But that situation has recently changed.

Two technologies, one using trapped ionized atoms (trapped ions)
and the other using miniature superconducting circuits, have advanced
to the point where research groups are able to build small demonstration
quantum computing systems, and some groups are making these avail-
able to the research community. These recent advances have led to an
explosion of interest in quantum computing worldwide; however, with
this interest also comes hype and confusion about both the potential of
quantum computing and its current status. It is not uncommon to read
articles about how quantum computing will enable continued computer
performance scaling (it will not) or change the computer industry (its
short-term effects will be small, and its long-term effects are unknown).

The Committee on Technical Assessment of the Feasibility and Impli-
cations of Quantum Computing was assembled to explore this area to
help bring clarity about the current state of the art, likely progress toward,
and ramifications of, a general-purpose quantum computer. In respond-
ing to its charge, the committee also saw an opportunity to clarify the
theoretical characteristics and limitations of quantum computing and to
correct some common public misperceptions about the field.

The committee conducted its work through three in-person meetings,
a series of teleconferences, and remote collaboration. In order to respond
to its charge, the committee focused on understanding the current state
of quantum computing hardware, software, and algorithms, and what
advances would be needed to create a scalable, gate-based quantum com-
puter capable of deploying Shor’s algorithm. Early in this process, it
became clear that the current engineering approaches could not directly
scale to the size needed to create this scalable, fully error corrected quan-
tum computer. As a result, the group focused on finding intermediate
milestones and metrics to track the progress toward this goal. Throughout
this work, the committee endeavored to integrate multiple disciplinary

4E. Bernstein and U. Vazirani, 1993, “Quantum Complexity Theory,” in Proceedings of the
Twenty-Fifth Annual ACM Symposium on Theory of Computing (STOC '93), ACM, New York,
11-20, http://dx.doi.org.stanford.idm.oclc.org/10.1145/167088.167097.
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perspectives and to think about progress toward building a practical
quantum computer from a systems perspective, rather than in terms of a
single component or a single discipline.

This work was conducted in its entirety on an unclassified basis. As a
result, the committee’s assessments of progress, feasibility, and implica-
tions of quantum computing were made using only committee members’
expertise and experience, data gathered in open meetings, one-on-one
conversations with outside experts, and information broadly available in
the public sphere. No information regarding any nation-state’s classified
activities was made available to the committee. As a result, while the
committee believes its assessment to be accurate, it recognizes that the
assessment is necessarily based upon incomplete information, and it does
not preclude the possibility that knowledge of research outside the arena
of open science (either privately held or classified by a nation-state) might
have altered its assessment.

READING THIS REPORT

This report presents the results of the committee’s study. The reader
is encouraged to start with the Summary to get a quick sense of the main
findings of this report. The Summary also provides pointers to the sec-
tions in the report that describe each of these topics in more detail, to
enable the reader to dive into the details of specific topics of interest.

A brief description of each chapter is given below:

e Chapter 1 provides background and context on the field of com-
puting, introducing the computational advantage of a quantum
computer. It takes a careful look at why and how classical com-
puting technologies scaled in performance for over half a cen-
tury. This scaling was mostly the result of a virtuous cycle, where
products using new technology allowed the industry to make
more money, which it then used to create newer technology. For
quantum computing to be similarly successful, it must either cre-
ate a virtuous cycle to fund the development of increasingly use-
ful quantum computers (with government funding required to
support this effort until this stage is reached) or be pursued by an
organization committed to providing the necessary investment in
order to achieve a practically useful machine even in the absence
of intermediate returns or utility (although the total investment is
likely to be prohibitively large).

e Chapter 2 introduces the principles of quantum mechanics that
make quantum computing different, exciting, and challenging to
implement, and compares them with operations of the computers

Copyright National Academy of Sciences. All rights reserved.
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deployed today, which process information according to classical
laws of physics—known in the quantum computing community
as “classical computers.” This chapter explains why adding one
additional qubit to a quantum computer doubles the size of the
problem the quantum computer can represent. This increased
computational ability comes with the limitations of noisy gates
(qubit gate operations have significant error rates), a general
inability to read in data efficiently, and limited ability to measure
the system, which makes creating effective quantum algorithms
difficult. It introduces the three different types of quantum com-
puting studied in this report: analog quantum, digital noisy inter-
mediate-scale quantum (digital NISQ), and fully error corrected
quantum computers.

Recognizing the difficulty of harnessing the power of quantum
computing, Chapter 3 looks at quantum algorithms in more
depth. The chapter starts with known foundational algorithms for
fully error corrected machines but then shows that the overhead
for error correction is quite large—that is, it takes many physical
qubits and physical gate operations to emulate an error-free, so-
called logical qubit that can be used in complex algorithms. Such
machines are therefore unlikely to exist for a number of years. It
then examines potential algorithms for both analog and digital
NISQ computers that would enable practical utility and shows
that more work is needed in this area.

Because Shor’s algorithm breaks currently deployed asymmetric
ciphers—that is, it would enable them to be decrypted without
a priori knowledge of the secret key—Chapter 4 discusses the
classical cryptographic ciphers currently used to protect elec-
tronic data and communications, how a large quantum computer
could defeat these systems, and what the cryptography com-
munity should do now (and has begun to do) to address these
vulnerabilities.

Chapters 5 and 6 discuss general architectures and progress to
date in building the necessary hardware and software compo-
nents, respectively, required for quantum computing.

Chapter 7 provides the committee’s assessment of the technical
progress and other factors required to make significant progress
in quantum computing, tools for assessing and reassessing the
possible time frames and implications of such developments, and
an outlook for the future of the field.

While the committee has tried to make the report accessible to non-

experts, a few of the chapters do become a little (or more than a little)
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technical in order to describe some of the issues at play more precisely.
Feel free to skip over these sections when you find them—the key points
of these sections are either highlighted as chapter-level findings or are
summarized either at the end of the section or chapter.
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Summary

Quantum mechanics, the subfield of physics that describes the behav-
ior of very small particles, provides the basis for a new paradigm of
computing. Quantum computing (QC) was first proposed in the 1980s as
a way to improve computational modeling of the behavior of very small
(“quantum”) physical systems. Interest in the field grew in the 1990s
with the introduction of Shor’s algorithm, which, if implemented on a
quantum computer, would exponentially speed up an important class of
cryptanalysis and potentially threaten some of the cryptographic methods
used to protect government and civilian communications and stored data.
In fact, quantum computers are the only known model for computing that
could offer exponential speedup over today’s computers.!

While these results were very exciting in the 1990s, they were only
of theoretical interest: no one knew of a method to build a computer out
of quantum systems. Today, nearly 25 years later, progress in creating
and controlling bits of quantum information, or “qubits,” has advanced
to the point that a number of research groups have demonstrated small

! These early theoretical results demonstrated the unique potential power of quantum
computers. The performance of all other known computing devices can be only polynomi-
ally faster than a very simple “universal” computer, a probabilistic Turing machine, accord-
ing to the extended Church-Turing thesis. Quantum computers are the only known comput-
ing technology that violates this thesis. Nielsen, Michael A., and Isaac Chuang. “Quantum
computation and quantum information.” (2002): 558-559. Kaye, Phillip, Raymond Laflamme,
and Michele Mosca. An introduction to quantum computing. Oxford University Press, 2007.

1
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2 QUANTUM COMPUTING

proof-of-principle quantum computers. This work has reinvigorated the
field and led to significant private sector investment.

WHY BUILDING AND USING A QUANTUM
COMPUTER IS CHALLENGING

A classical computer uses bits to represent the values it is operating
on; a quantum computer uses quantum bits, or qubits. A bit can either be
0 or 1, while a qubit can represent the values 0 or 1, or some combination
of both at the same time (known as a “superposition”). While the state
of a classical computer is determined by the binary values of a collection
of bits, at any single point in time the state of a quantum computer with
the same number of quantum bits can span all possible states of the cor-
responding classical computer, and thus works in an exponentially larger
problem space. However, the ability to make use of this space requires
that all of the qubits be intrinsically interconnected (“entangled”), well-
isolated from the outside environment, and very precisely controlled.

Many innovations over the past 25 years have enabled researchers to
build physical systems that are starting to provide the needed isolation
and control for quantum computing. In 2018, two technologies are used
in most quantum computers (trapped ions and artificial “atoms” gener-
ated by superconducting circuits), but many different technologies are
currently being explored for the basic physical implementation of qubits,
or “physical qubits.” Given the rapid progress in the field, and the large
improvements still needed, it is too early to “bet” on one technology for
quantum computing (see Chapter 5).

Even if one is able to make very high quality qubits, creating and
making use of these quantum computers (QCs) brings a new set of chal-
lenges. They use a different set of operations than those of classical com-
puters, requiring new algorithms, software, control technologies, and
hardware abstractions.

Technical Risks

Qubits Cannot Intrinsically Reject Noise

One of the major differences between a classical computer and a
quantum computer is in how it handles small unwanted variations, or
noise, in the system. Since a classical bit is either one or zero, even if the
value is slightly off (some noise in the system) it is easy for the operations
on that signal to remove that noise. In fact, today’s classical gates, which
operate on bits and are used to create computers, have very large noise
margins—they can reject large variations in their inputs and still produce
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clean, noise-free outputs. Because a qubit can be any combination of one
and zero, qubits and quantum gates cannot readily reject small errors
(noise) that occur in physical circuits. As a result, small errors in creating
the desired quantum operations, or any stray signals that couple into
the physical system, can eventually lead to wrong outputs appearing in
the computation. Thus, one of the most important design parameters for
systems that operate on physical qubits is their error rate. Low error rates
have been difficult to achieve; even in mid-2018, the error rates for 2-qubit
operations on systems with 5 or more qubits are more than a few percent.
Better error rates have been demonstrated in smaller systems, and this
improved operation fidelity needs to move to larger qubit systems for
quantum computing to be successful (see Section 2.3).

Error-Free QC Requires Quantum Error Correction

Although the physical qubit operations are sensitive to noise, it is
possible to run a quantum error correction (QEC) algorithm on a physi-
cal quantum computer to emulate a noise-free, or “fully error corrected,”
quantum computer. Without QEC, it is unlikely that a complex quantum
program, such as one that implements Shor’s algorithm, would ever run
correctly on a quantum computer. However, QEC incurs significant over-
heads in terms of both the number of physical qubits required to emulate
a more robust and stable qubit, called a “logical qubit,” and the number
of primitive qubit operations that must be performed on physical qubits
to emulate a quantum operation on this logical qubit. While QECs will be
essential to create error-free quantum computers in the future, they are
too resource intensive to be used in the short term: quantum computers in
the near term are likely to have errors. This class of machines is referred to
as noisy intermediate-scale quantum (NISQ) computers (see Section 3.2).

Large Data Inputs Cannot Be Loaded into a QC Efficiently

While a quantum computer can use a small number of qubits to
represent an exponentially larger amount of data, there is not currently a
method to rapidly convert a large amount of classical data to a quantum
state? (this does not apply if the data can be generated algorithmically).
For problems that require large inputs, the amount of time needed to cre-
ate the input quantum state would typically dominate the computation
time, and greatly reduce the quantum advantage.

2While there are proposals for quantum random access memory (QRAM) that can perform
this function, at the time of this report, there aren’t any practical implementation technolo-
gies.
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Quantum Algorithm Design Is Challenging

Measuring the state of a quantum computer “collapses” the large
quantum state to a single classical result. This means that one can extract
only the same amount of data from a quantum computer that one could
from a classical computer of the same size. To reap the benefit of a quan-
tum computer, quantum algorithms must leverage uniquely quantum fea-
tures such as interference and entanglement to arrive at the final classical
result. Thus, achieving quantum speedup requires totally new kinds of
algorithm design principles and very clever algorithm design. Quantum
algorithm development is a critical aspect of the field (see Chapter 3).

Quantum Computers Will Need a New Software Stack

As with all computers, building a useful device is much more com-
plex than just creating the hardware—tools are needed to create and
debug QC-specific software. Since quantum programs are different from
programs for classical computers, research and development is needed
to further develop the software tool stack. Because these software tools
drive the hardware, contemporaneous development of the hardware
and software tool chain will shorten the development time for a useful
quantum computer. In fact, using early tools to complete the end-to-end
design (application design to final results) helps elucidate hidden issues
and drives toward designs with the best chance for overall success, an
approach used in classical computer design (see Section 6.1).

The Intermediate State of a Quantum Computer Cannot
Be Measured Directly

Methods to debug quantum hardware and software are of critical
importance. Current debugging methods for classical computers rely on
memory, and the reading of intermediate machine states. Neither is possi-
ble in a quantum computer. A quantum state cannot simply be copied (per
the so-called no-cloning theorem) for later examination, and any measure-
ment of a quantum state collapses it to a set of classical bits, bringing
computation to a halt. New approaches to debugging are essential for the
development of large-scale quantum computers (see Section 6.4).

TIME FRAMES FOR ACHIEVING QUANTUM COMPUTING

Predicting the future is always risky, but it can be attempted when
the product of interest is an extrapolation of current devices that does not
span too many orders of magnitude. However, to create a quantum com-
puter that can run Shor’s algorithm to find the private key in a 1024-bit
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RSA encrypted message requires building a machine that is more than five
orders of magnitude larger and has error rates that are about two orders
of magnitude better than current machines, as well as developing the
software development environment to support this machine.

The progress required to bridge this gap makes it impossible to proj-
ect the time frame for a large error-corrected quantum computer, and
while significant progress in these areas continues, there is no guarantee
that all of these challenges will be overcome. The process of bridging this
gap might expose unanticipated challenges, require techniques that are
not yet invented, or shift owing to new results of foundational scientific
research that change our understanding of the quantum world. Rather
than speculating on a specific time frame, the committee identified factors
that will affect the rate of technology innovation and proposed two met-
rics and several milestones for monitoring progress in the field moving
forward (see Section 7.2).

Given the unique characteristics and challenges of quantum com-
puters, they are unlikely to be useful as a direct replacement for classical
computers. In fact, they require a number of classical computers to control
their operations and carry out computations needed to implement quan-
tum error correction. Thus, they are currently being designed as special-
purpose devices operating in a complementary fashion with classical
processors, analogous to a co-processor or an accelerator (see Section 5.1).

In rapidly advancing fields, where there are many unknowns and
hard problems, the rate of overall development is set by the ability of the
whole community to take advantage of new approaches and insights.
Fields where research results are kept secret or proprietary progress much
more slowly. Fortunately, many quantum computing researchers have
been open about sharing advances to date, and the field will benefit
greatly by continuing with this philosophy (see Section 7.4.3).

Key Finding 9: An open ecosystem that enables cross-pollination of ideas
and groups will accelerate rapid technology advancement. (Chapter 7)

It is also clear that a technology’s progress depends on the resources,
both human and capital, devoted to it. Although many people think that
there will be a Moore’s law-type scaling for the number of qubits in a sys-
tem, it is important to remember that Moore’s law resulted from a virtu-
ous cycle, where improved technology generated exponentially increasing
revenue, enabling reinvestment in research and development (R&D) and
attracting new talent and industries to help innovate and scale the tech-
nology to the next level. As with silicon technology, a Moore’s law-type of
sustained exponential growth for qubits requires an exponentially grow-
ing investment, sustaining this investment will likely require a similar
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virtuous cycle for quantum computers, where smaller machines are com-
mercially successful enough to grow investment in the overall area. In the
absence of intermediate successes yielding commercial revenue, progress
will depend on governmental agencies continuing to increase funding of
this effort. Even in this scenario, successful completion of intermediate
milestones is likely to be essential (see Section 1.3).

Given the overhead of QEC, near-term machines will almost cer-
tainly be noisy intermediate-scale quantum (NISQ) computers. While
many interesting applications exist for large error-corrected quantum
computers, practical applications for NISQ computers do not currently
exist. Creating practical applications for NISQ computers is a relatively
new area of research and will require work on new types of quantum
algorithms. Developing commercial NISQ computer applications by the
early 2020s will be essential to starting this virtuous cycle of investment
(see Section 3.4.1).

Key Finding 3: Research and development into practical commercial
applications of noisy intermediate-scale quantum (NISQ) computers is
an issue of immediate urgency for the field. The results of this work will
have a profound impact on the rate of development of large-scale quan-
tum computers and on the size and robustness of a commercial market
for quantum computers. (Chapter 7)

Quantum computers can be divided into three general categories or
types. “Analog quantum computers” directly manipulate the interactions
between qubits without breaking these actions into primitive gate opera-
tions. Examples of analog machines include quantum annealers, adiabatic
quantum computers, and direct quantum simulators. “Digital NISQ com-
puters” operate by carrying out an algorithm of interest using primitive
gate operations on physical qubits. Noise is present in both of these types
of machine, which means that the quality (measured by error rates and
qubit coherence times) will limit the complexity of the problems that
these machines can solve. “Fully error-corrected quantum computers”
are a version of gate-based QCs made more robust through deployment
of quantum error correction (QEC), which enables noisy physical qubits
to emulate stable logical qubits so that the computer behaves reliably for
any computation (see Section 2.6).

Milestones

The first milestones of progress in QC were the demonstration of
simple proof-of-principle analog and digital systems. Small digital NISQ
computers became available in 2017, with tens of qubits with errors too
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high to be corrected. Work in quantum annealing began approximately a
decade earlier using qubits built with a technology that had lower coher-
ence times but that allowed them to scale more rapidly. Thus, by 2017
experimental quantum annealers had grown to machines with around
2,000 qubits. From this starting point, progress can be identified with
the achievement of one of several possible milestones. Demonstration
of “quantum supremacy”’—that is, completing a task that is intractable
on a classical computer, whether or not the task has practical utility—is
one. While several teams have been focused on this goal, it has not yet
been demonstrated (as of mid-2018). Another major milestone is creating
a commercially useful quantum computer, which would require a QC
that carries out at least one practical task more efficiently than any clas-
sical computer. While this milestone is in theory harder than achieving
quantum supremacy—since the application in question must be better
and more useful than available classical approaches—proving quantum
supremacy could be difficult, especially for analog QC. Thus, it is pos-
sible that a useful application could arise before quantum supremacy is
demonstrated. Deployment of QEC on a QC to create a logical qubit with
a significant reduction in error rate is another major milestone and is the
first step to creating fully error-corrected machines (see Section 7.3).

Metrics

Progress in gate-based quantum computing can be monitored by
tracking the key properties that define the quality of a quantum proces-
sor: the effective error rates of the single-qubit and two-qubit operations,
the interqubit connectivity, and the number of qubits contained within a
single hardware module.

Key Finding 4: Given the information available to the committee, it is still
too early to be able to predict the time horizon for a scalable quantum
computer. Instead, progress can be tracked in the near term by monitor-
ing the scaling rate of physical qubits at constant average gate error rate,
as evaluated using randomized benchmarking, and in the long term by
monitoring the effective number of logical (error-corrected) qubits that a
system represents. (Chapter 7)

Tracking the size and scaling rate for logical qubits will provide a
better estimate on the timing of future milestones.

Key Finding 5: The state of the field would be much easier to monitor if

the research community adopted clear reporting conventions to enable
comparison between devices and translation into metrics such as those
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proposed in this report. A set of benchmarking applications that enable
comparison between different machines would help drive improvements
in the efficiency of quantum software and the architecture of the underly-
ing quantum hardware. (Chapter 7)

Players Working to Build and Use a Quantum Computer

It is clear that efforts to develop quantum computers and other quan-
tum technologies are under way around the world. It is expected that
large, concerted research efforts entailing both foundational scientific
advances and new strategies in engineering—spanning multiple tradi-
tional disciplines—will be required to build a successful QC.

Key Finding 8: While the United States has historically played a leading
role in developing quantum technologies, quantum information science
and technology is now a global field. Given the large resource com-
mitment several non-U.S. nations have recently made, continued U.S.
support is critical if the United States wants to maintain its leadership
position. (Chapter 7)

Furthermore, the private sector currently plays a large role in the U.S.
quantum computing R&D ecosystem.

Key Finding 2: If near-term quantum computers are not commercially
successful, government funding may be essential to prevent a significant
decline in quantum computing research and development. (Chapter 7)

QUANTUM COMPUTERS AND CRYPTOGRAPHY

Quantum computing will have a major impact on cryptography,
which relies upon hard-to-compute problems to protect data. Shor’s
algorithm running on a large quantum computer will greatly reduce the
required computation (the workfactor) to extract the private key from
the asymmetric ciphers used to protect almost all Internet traffic and
stored encrypted data. There is strong commercial interest in deploy-
ing post-quantum cryptography well before such a quantum computer
has been built. Companies and governments cannot afford to have their
now-private communications decrypted in the future, even if that future
is 30 years away. For this reason, there is a need to begin the transition to
post-quantum cryptography as soon as possible, especially since it takes
over a decade to make existing Web standards obsolete (see Section 4.4).
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Key Finding 1: Given the current state of quantum computing and recent
rates of progress, it is highly unexpected that a quantum computer that
can compromise RSA 2048 or comparable discrete logarithm-based public
key cryptosystems will be built within the next decade. (Chapter 7)

Key Finding 10: Even if a quantum computer that can decrypt current
cryptographic ciphers is more than a decade off, the hazard of such a
machine is high enough—and the time frame for transitioning to a new
security protocol is sufficiently long and uncertain—that prioritization
of the development, standardization, and deployment of post-quantum
cryptography is critical for minimizing the chance of a potential security
and privacy disaster. (Chapter 7)

Given the large risk a quantum computer poses to current protocols,
there is an active effort to develop post-quantum cryptography, asymmet-
ric ciphers that a quantum computer cannot defeat. These are likely to be
standardized in the 2020s. While the potential utility of Shor’s algorithm
for cracking deployed cryptography was a major driver of early enthu-
siasm in quantum computing research, the existence of cryptographic
algorithms that are believed to be quantum-resistant will reduce the use-
fulness of a quantum computer for cryptanalysis and thus will reduce the
extent to which this application will drive quantum computing R&D in
the long term (see Section 4.3).

RISKS AND BENEFITS OF PURSUING
QUANTUM COMPUTING

Significant technical barriers remain before a practical QC can be
achieved, and there is no guarantee that they will be overcome. Building
and using QCs will require not only device engineering but also funda-
mental progress at the convergence of a host of scientific disciplines—from
computer science and mathematics to physics, chemistry, and materials
science. Yet these efforts also offer potential benefits. For example, results
from QC R&D have already helped to advance progress in physics—for
example, in the area of quantum gravity—and in classical computer sci-
ence by motivating or informing improvements in classical algorithms.

Key Finding 6: Quantum computing is valuable for driving founda-
tional research that will help advance humanity’s understanding of the
universe. As with all foundational scientific research, discoveries from
this field could lead to transformative new knowledge and applications.
(Chapter 7)
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The challenges to creating a large, error-corrected quantum computer
are significant. Successful quantum computation will require unprec-
edented control of quantum coherence, pushing the boundaries of what
is possible by refining existing tools and techniques—or perhaps even by
developing new ones. Related technologies, such as quantum sensing and
quantum communication, that also rely upon quantum coherence control
may also leverage these advances (see Section 2.2).

Key Finding 7: Although the feasibility of a large-scale quantum com-
puter is not yet certain, the benefits of the effort to develop a practical
QC are likely to be large, and they may continue to spill over to other
nearer-term applications of quantum information technology, such as
qubit-based sensing. (Chapter 7)

In addition to the intellectual and potential societal benefits of quan-
tum computing, this field has implications for national security. Any
entity in possession of a large-scale, practical quantum computer could
break today’s asymmetric cryptosystems—a significant signals intelli-
gence advantage. Awareness of this risk has launched efforts to create and
deploy cryptographic-systems that are robust to quantum cryptanalysis,
for which there are several candidates currently believed to be quantum
safe. However, while deploying post-quantum cryptography in govern-
ment and civilian systems may protect subsequent communications, it
will not remove the security risk to prequantum encrypted data that has
already been intercepted by an adversary, although the magnitude of this
risk decreases as the arrival time of a QC capable of deploying Shor’s
algorithm increases and the data becomes less relevant. Furthermore,
new quantum algorithms or implementations could lead to new quantum
cryptanalytic techniques; as with cybersecurity in general, post-quantum
resilience will require ongoing security research.

But the national security issues transcend cryptography. The larger
strategic question is about future economic and technological leadership.
Historically, classical computing has had a transformative impact across
society. While the potential for applying quantum algorithms to industrial
and research applications has only begun to be explored, it is clear that
quantum computing has the potential to transcend current computational
boundaries. The potential to improve efficiency in many areas of compu-
tation suggests that supporting a robust QC research community in the
United States is of strategic value.
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CONCLUSION

Based on evaluation of publicly available information regarding
progress to date in the field of quantum computing, the committee saw
no fundamental reason why a large, fault-tolerant quantum computer
could not be built in principle. However, significant technical challenges
remain on the path to building such a system, and to deploying it to
practical advantage for a valuable task. Furthermore, future decisions on
funding levels, likely dependent on near-term successes and commercial
applications, as well as the strength and openness of the research com-
munity both in the United States and abroad, will influence the timeline
for achieving a practical computer in the public domain. Progress in the
field can be tracked using the metrics proposed in Key Finding 3. Regard-
less of when—or whether—a large, error-corrected quantum computer
is built, continued R&D in quantum computing and quantum technolo-
gies will expand the boundaries of humanity’s scientific knowledge, and
the results yet to be gleaned could transform our understanding of the
universe.
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Recently, stories about the development of small-scale quantum com-
puters and their potential capabilities have regularly appeared in the pop-
ular press, driven largely by the rapid advance of ongoing public research
in the field, the beginning of corporate investment, and concern about the
future of performance scaling of traditional computers [1]. While progress
in the field of quantum computing has been impressive, many open ques-
tions exist about the potential applications of such a system, how these
types of computers could be built, and when—or whether—this technol-
ogy will disrupt today’s computing paradigm.

The goal of this report is to assess the feasibility, time frame, and
implications of building a general-purpose quantum computer. Before
examining the capabilities of this emerging technology, it is instructive to
review the origin and capabilities of current commercial computing tech-
nologies, the economic forces that drove their development, and the limi-
tations that are beginning to confront them. This information will provide
context for understanding the unique potential of quantum computing
along with potential challenges to development of any new and competi-
tive computing technology and will serve as a comparative framework for
understanding progress toward a practical quantum computer.

1.1 ORIGINS OF CONTEMPORARY COMPUTING

Progress in one area of science and engineering often catalyzes or
accelerates discovery in another, creating new pathways forward for both

12
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new science and the design and deployment of new technologies. Such
interconnections are particularly visible in the development of computing
technologies, which emerged from millennia of progress in mathematical
and physical sciences to launch a transformative industry in the mid-
20th century. In less than one hundred years, research, development,
and deployment of practical computing technologies have transformed
science, engineering, and society at large.

Before the mid-20th century, practical “computers” were not machines,
but people who performed mathematical computations with the aid of
simple tools, such as the abacus or the slide rule. Today, we generally
define a computer as a complex machine that can solve many problems
more rapidly, precisely, or accurately than a human, by manipulating
abstract representations of data embodied within some physical system
using a set of well-defined rules. Given the appropriate input and the
right set of instructions, a computer can output the answers to a host of
problems. In the early 1800s, Charles Babbage designed a mechanical
computer, the “difference engine,” to print astronomical tables, and later
proposed a more complex mechanical computing machine, the “analyti-
cal engine.” Due to the absence of practical manufacturing technologies,
neither was built at that time, but this engine was the first conception of
a general-purpose programmable computer. The contemporary concept
of a computer further coalesced in the 1930s with the work of Alan Tur-
ing. His abstract, mathematical model of a simple computer capable of
simulating any other computing device, “the Turing machine,” described
the foundational capabilities of all digital computers.

While computing is predicated by millennia of exploration of math-
ematical principles, practical devices require a concrete, physical imple-
mentation of abstract and theoretical ideas. The first successful realizations
of such devices emerged during World War II. Alan Turing built a special-
purpose electromechanical computer for cryptanalysis, the “Bombe,” and
developed a detailed specification for an “automatic computing engine,”
a real general-purpose stored-program computer. In Germany, in a sepa-
rate development, Konrad Zuse created the Z1, the first programmable
computer, using electromechanical relays. Subsequent to the war, the so-
called von Neumann architecture! — a reformulation of the universal Tur-
ing machine in terms of the stored program model of computing—became
the dominant architecture for most computer systems.

In subsequent decades, driven mostly by military funding, comput-
ers continued to improve in performance and capabilities. The physi-
cal components used to create computers also improved with time.
Since the nascent computer industry was too small to drive technology

1 So-named for John von Neumann, the first to propose the stored-program model.
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development, its designers leveraged the technology (vacuum tubes, then
transistors, and finally integrated circuits) that was developed to sup-
port radio, television, and telephony, which were the driving commercial
applications of the day. Over time, the computing industry grew much
larger than the military sector that started it, and large enough to support
customized technology development. Today, computing is one of the larg-
est commercial drivers of integrated circuit development, and many other
areas leverage integrated circuits designed for the computing industry
for their needs. As a result, today’s electronic computers—from mobile
devices and laptops to supercomputers—are the fruits of tremendous
progress in human understanding of and control over physical materials
and systems.

1.2 QUANTUM COMPUTING

While today’s computing machines leverage exquisite control over
nature to create designs of immense complexity, the representation and
logical processing of information in these machines can be explained
using the laws of classical physics.? These classical descriptions of electro-
magnetism and Newtonian physics provide an intuitive and deterministic
explanation of the physical universe, but they fail to predict all observable
phenomena. This realization, made around the turn of the 20th century,
led to the most important transformation in physics: the discovery of
the principles of quantum mechanics. Quantum mechanics (or quantum
physics) is a theory of the physical world that is not deterministic, but
probabilistic, with inherent uncertainty. While the dynamics it describes
at a small scale are exotic and counterintuitive, it accurately predicts a
wide range of observable phenomena that classical physics could not, and
replicates correct classical results for larger systems. The development
of this field has transformed the way scientists understand nature. Very
small systems whose behavior cannot be adequately approximated by the
equations of classical physics are often referred to as “quantum systems.”

While classical physics is often a good approximation for observable
phenomena, all matter is fundamentally quantum mechanical—including
the materials from which today’s computers are built. However, even as
the design of their hardware components is increasingly informed by the
quantum properties of materials, and as the ever-shrinking size of these
components means that quantum phenomena introduce more constraints

2 While the laws of quantum mechanics must be invoked to design or explain the operation
of semiconductor materials whose bandgaps enable the implementation of today’s widely
deployed conventional computer logic gates, the nature of the logical information processing
itself is based upon the flow of a classical model of a charged particle.
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on their design, the principles and operations that these computers imple-
ment have remained classical.

Despite the extraordinary power of today’s computers, there are
applications that are difficult for them to compute but seem to be easily
“computed” by the quantum world: estimating the properties and behav-
ior of quantum systems. While today’s classical computers can simulate
simple quantum systems, and often find useful approximate solutions for
more complicated ones, for many such problems the amount of memory
needed for the simulation grows exponentially with the size of the system
simulated.

In 1982, physicist Richard Feynman suggested that quantum mechan-
ical phenomena could themselves be used to simulate a quantum system
more efficiently than a naive simulation on a classical computer [2,3]. In
1993, Bernstein and Vazirani showed [4] that quantum computers could
violate the extended Church-Turing thesis—a foundational principle of
computer science that said that the performance of all computers was only
polynomially faster than a probabilistic Turing machine [5,6]. Their quan-
tum algorithm offered an exponential speedup over any classical algo-
rithm for a certain computational task called recursive Fourier sampling.
Another example of a quantum algorithm demonstrating exponential
speedup for a different computational problem was provided in 1994 by
Dan Simon [7]. Quantum computation is the only model of computation
to date to violate the extended Church-Turing thesis, and therefore only
quantum computers are capable of exponential speedups over classical
computers.

In 1994, Peter Shor showed that several important computational
problems could, in principle, be solved significantly more efficiently using
a quantum computer—if such a machine could be built. Specifically, he
derived algorithms for factoring large integers and solving discrete loga-
rithms rapidly—problems that could take even the largest computer today
thousands or millions of years—or even the lifetime of the universe—to
compute. This was a striking discovery because it also suggested that any-
one with a real-world quantum computer could break the cryptographic
codes that make use of these problems, compromising the security of
encrypted communications and encrypted stored data, and potentially
uncovering protected secrets or private information. These results cata-
lyzed interest among researchers in developing other quantum algorithms
with exponentially better performance than classical algorithms, and try-
ing to create the basic quantum building blocks from which a quantum
computer could be built.

During the past few decades, this research has progressed to the point
where very simple quantum computers have been built, and a positive
outlook is emerging based upon the assumption that the complexity
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of these machines will grow exponentially with time, analogous to the
growth that has been achieved in performance of classical computers.
Given the importance of this scaling assumption to the future of quantum
computing, understanding the factors that drive scaling is critical.

1.3 HISTORICAL PROGRESS IN COMPUTING: MOORE’S LAW

While the early computers were huge, expensive, and power-hungry
devices often funded by the government, today’s computers are dramati-
cally smaller, cheaper, more efficient, and more powerful as a result of
improvements in hardware, software, and architecture. Today’s smart-
phones, computers that fit in one’s pocket, have as much computational
power as the fastest supercomputers of 20 years ago. The low cost of
computer hardware has led to the permeation of computers through-
out various environments and has enabled the aggregation of tens to
hundreds of thousands of computers that provide the Web computing
services that many have come to depend on. Computers are now com-
monly embedded in increasing numbers of manufactured goods, from
washing machines to singing greeting cards. This section describes how
this happened, which reveals a number of lessons and challenges for any
new computing technology.

The process used to create integrated circuits, the key components
of today’s computers, emerged as an unplanned advance amid efforts
in the 1960s to improve the industrial manufacturing process for transis-
tors. Transistors are small electrical devices that can be used as electronic
switches or amplifiers, and were used at the time in a variety of electronic
devices, including radios, TVs, audio amplifiers, and early computers.
Efforts to increase transistor quality and manufacturing yield (which
lower costs) led to several inventions at Fairchild Semiconductor, a tran-
sistor startup company. The first was a method of fabricating transistors
called the “planar process,” which enabled transistors to operate after
being fabricated on the surface of a flat piece of silicon. Previously, the
material outside of the transistor needed to be etched away, creating a
silicon transistor “mesa.” The planar processes enabled the fabrication of
many transistors on a given piece of silicon, which could then be cut to
separate them. The second invention was a means for connecting a few of
these transistors together via a metal layer on the silicon surface to create
a complete circuit. Since this transistor circuit was integrated on one piece
of silicon, the result was called an “integrated circuit,” or IC. This concept
of connecting multiple devices on one substrate had been demonstrated
a year earlier in a crude germanium prototype by Jack Kilby at Texas
Instruments, also with the intent of lowering the cost and improving the
reliability of transistor circuits.
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The manufacturing process for creating an integrated circuit, which
has become increasingly complex over time, can be viewed as a type of
layered printing process. A transistor can be created by successive “print-
ing” of different shapes in a series of layers. For an integrated circuit, the
shapes for all of the circuit’s transistors are “printed” at the same time,
layer by layer, onto a piece of silicon. The process takes the same amount
of time regardless of the number of transistors in the circuit; further reduc-
tion of costs can be achieved by making multiple copies of the circuit at
the same time on a large piece of silicon, called a wafer. As a result, an
IC’s production cost is set by the size of the silicon that it occupies (which
determines how many circuits can be manufactured in the processing of a
single wafer), rather than the number of transistors in the circuit.

In 1964, Gordon Moore, also at Fairchild, examined the costs of
creating integrated circuits. He noticed that, as a result of design and
processing improvements, the number of transistors that could be eco-
nomically printed on each circuit had been increasing exponentially over
time—doubling roughly every year. Moore conjectured that IC fabrica-
tion technology would continue to improve with exponential growth in
number of transistors per integrated circuit, and he pondered in a 1964
paper how the world would use all of these devices. In the many decades
that followed, his conjecture of exponential growth has borne out as an
accurate one, and is now commonly referred to as “Moore’s law.”

Moore’s law is not a physical law; it is simply the empirical produc-
tion trend for the integrated circuit industry as a result of its business
cycle. While the exponential growth in the capability of integrated circuits
is commonly touted, the costs that support this growth are often over-
looked. During the past 50 years, the revenue of the computer hardware
industry also grew exponentially, increasing by more than one thousand-
fold, to just under half a trillion U.S. dollars annually today. Over this
same period, the share of this revenue reinvested into the industry’s
research and development (R&D) operations remained roughly constant,
meaning that the financial cost of the technology improvements underly-
ing Moore’s law also increased exponentially. Interestingly, in addition to
this exponential growth, both the cost of building an IC manufacturing
plant and the cost of creating a design to be manufactured also displayed
exponential growth.

This illustrates a critical point: Moore’s law is the result of a virtuous
cycle, where improvements in integrated circuit manufacturing allow the
manufacturer to reduce the price of their product, which in turn causes
them to sell more products and increase their sales and profits. This
increased revenue then enables them to improve the manufacturing pro-
cess again, which is harder this time, since the easier changes have already
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been made.? The key to this cycle is to create a growing market for one’s
product. For integrated circuits, the new affordability causes designers of
many general products to replace some existing mechanism with an IC
because it makes the product better or cheaper (e.g., changing a key lock
to an electronic lock), which grows the market for ICs, creating the grow-
ing revenue needed to continue scaling their complexity.

It is hard to achieve this type of exponential scaling without such a
virtuous cycle. This is apparent from the historical example of efforts to
make transistors out of a material other than silicon. Because transistors
made from gallium arsenide (GaAs) are capable of higher performance
than silicon transistors, researchers believed that computers built from
GaAs ICs would have higher performance than those built using silicon
ICs. Given this promise, by the mid-1970s many research groups—and,
later, companies—worked toward making ICs using GaAs transistors.
However, by the time this effort started, the silicon IC industry was
large, and companies had already begun reinvesting part of their rev-
enue in improvements to their manufacturing process. The manufacturing
process for GaAs was sufficiently different from silicon that developers
needed to develop new GaAs-specific fabrication steps. This development
put GaAs manufacturers in a Catch-22 situation: to fund their manufac-
turing R&D, they needed robust sales; to get robust sales, they needed
state-of-the-art manufacturing techniques to compete against the silicon
alternatives, which were constantly improving. The industry was never
able to break this cycle, and the efforts to build commercially success-
ful GaAs ICs ultimately failed; general-purpose digital GaAs ICs never
became competitive.

The virtuous cycle underlying Moore’s law is not just financial. It also
depends on the existence of a vibrant ecosystem to support the growth of
the market. In many ways, the integrated circuit industry created—and
then grew to depend upon—Silicon Valley, which later globalized to its
position today. The growing capabilities of, and market for, computer
hardware attracted venture funding, support industries, and, most impor-
tantly, talent into the field. This growing community was then able to
solve previously unsolvable problems, further contributing to advances
and growth in the industry, which in turn brought even more people to
the area. The result of this virtuous cycle is amazing. In today’s technolo-
gies, a digital gate, the simple building block of a computer, costs around
a few millionths of a penny (100,000,000 gates per dollar), and each gate
can compute its result in under 10 picoseconds (that is, one hundredth of a
billionth of a second) at low-enough power levels to work in a cell phone.

3 This is one of the reasons behind the so-called Rock’s law, which states that the cost of
building a new semiconductor fabrication facility doubles every 4 years.
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Finding: Moore’s law for integrated circuits resulted from a virtuous
cycle, where improved technology generated exponentially increasing
revenue, enabling reinvestment in R&D and attracting new talent and
industries to help innovate and scale the technology to the next level.

1.4 CONVERTING TRANSISTORS TO CHEAP COMPUTERS

Moore’s law of technology scaling has roughly halved the cost of
building a transistor every two years. Over the past half-century, this has
translated to a cost decrease by a factor of more than 30 million. While this
decrease in transistor cost made it cost effective to manufacture ICs with
increasing transistor complexity, designing these complex ICs becomes
increasingly difficult. Designing a circuit with 8 transistors is not hard;
designing a circuit with 100 million transistors is a different story. To deal
with this increasing complexity, designers of computing hardware created
new ways of thinking about transistor circuits that allowed them to reason
about a smaller number of objects. While initially they thought in terms
of connecting individual transistors, soon they began thinking in terms
of “logic gates”—collections of transistors that could be represented and
modeled using Boolean logic (rules that combine signals that can be either
false [represented as 0] or true [represented as 1], via operations that yield
defined outputs). As complexity continued to increase, logic gates were
grouped into a larger circuit such as an adder or a memory block, again
reducing the complexity that the designer needed to work with. These
different levels of thinking about design, which allow people to build sys-
tems without thinking about every detail all at once, are called “abstrac-
tions.” Abstractions enable the essential components of a computer to be
grouped conceptually by form or function.

A computer is another design abstraction. It represents a transistor
circuit whose function is controlled by a set of instructions read from an
attached memory. Once it became possible to build complex integrated
circuits, it became possible to integrate a small computer onto a single
IC, creating a “micro-computer,” or “microprocessor.” This design made
it much easier to leverage cheap transistors; new applications no lon-
ger required the design and fabrication of an application-specific IC but
could instead be implemented by changing the instructions provided
to an existing microprocessor to create the desired solution. The ease of
developing and deploying computer-based solutions, coupled with the
decreasing cost of computing, greatly increased the demand for this type
of device. Thus, the ubiquity of computing is both enabled by (via cheaper
computing) and enabling to (via higher revenue) Moore’s law. Computing
is one way that the industry creates products people want to buy out of
increasingly cheap transistors.
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Continued benefits from the exponentially falling cost of transistors
required the creation of many abstraction layers like those described
above, and new software (computer programs) and design frameworks.
While these software and design frameworks were expensive to develop,
their cost was supported by the revenue streams of previous products,
and the projected revenue of the future products that they would enable.
Yet, even with this additional support, design of a state-of-the-art chip is
still expensive, costing over $100 million. Since the cost of each device is
the manufacturing cost plus the amortized design cost, IC-based comput-
ing is cheap only if it is sold in high enough volume (typically 10 million
units or more), ensuring that the amortized design cost does not domi-
nate the manufacturing cost. It is the amortization of design costs that
makes commodity computing devices so much cheaper than specialized
computers.

New computing approaches, such as quantum computing, that change
the fundamental building blocks of a computer will require creation of not
only a new type of hardware building blocks but also new abstraction
layers, software, and design frameworks to enable designers to build and
use these systems if their complexity will need to scale over time. The
costs of creating these new hardware and software tools are important
for new technologies, since the price of early machines will need to be
high enough to start recovering some of the costs. This premium always
penalizes new approaches when competing against an established player.

1.5 A SLOWDOWN IN SCALING

Although Moore’s law reflects great progress in classical comput-
ing over several decades, it is clear that the exponential trend cannot
be sustained indefinitely, due to both physical limitations and the finite
size of the world market. While there is much debate over when exactly
this scaling will cease, signs of the end of scaling have come into clearer
view over the past decade. Since Moore’s law is really about transistor
cost, one indication of scaling issues is the fact that transistor costs are
not dropping at their historical rate in the most advanced technologies.
It is also interesting to note that the International Technology Roadmap
for Semiconductors, an international consortium that was formed to help
keep technology scaling in line with Moore’s law and address possible
roadblocks to doing so, decided to stop its scaling projections with the
5-7 nanometer feature sizes expected around 2021.

Decreased growth is also apparent in net revenue trends for the inte-
grated circuit industry, illustrated in Figure 1.1. This semi-log plot of rev-
enue over time shows a straight line when revenue growth is exponential.
The data shows a strong exponential growth in revenue through 2000,
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FIGURE 1.1 Total global semiconductor sales annually, in billions of dollars, shown
on a semi-log plot with trend line. This plot shows nearly exponential growth in
sales through roughly 1995 (the gray trend line corresponds to exponential growth
with an annual growth rate of 21 percent), followed by more modest growth.
SOURCE: Data from “Industry Statistics,” Semiconductor Industry Association,
last modified February 6, 2018, http:/ /www.semiconductors.org/index.php?src=
directory&view=IndustryStatistics&srctype=billing_reports&submenu=Statistics.

followed by a decrease in growth rate. This plot indicates that the virtuous
cycle, where each improvement in technology brought more money to the
industry, has begun to slow down. This slowdown in revenue growth is
likely to affect technology development cycles, which will affect technol-
ogy scaling. The slowing of growth is not surprising: at $300-$400 billion
in revenue, this industry represents a few percent of the manufacturing
sector’s contribution to the world’s entire GDP. It cannot continue to
increase forever at a rate faster than the world’s GDP.

1.6 QUANTUM: A NEW APPROACH TO COMPUTING

It is against this backdrop that the theory and prototypes for quantum
computing have emerged. As noted in Section 1.2, quantum computing
uses a very different approach to computation by leveraging some of the
unusual properties of the quantum world. When the idea was formally
proposed in the 1980s, and new algorithms were discovered in the 1990s,
no one knew how to actually build this type of machine. Over the past
two decades, efforts to create a working quantum computer have made
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noteworthy progress, reviving interest in the potential of this technology.
It remains to be seen whether practical quantum computers can or will
be developed in a way that will sustain Moore’s law-type growth in com-
putational capabilities. The failed GaAs IC experiment illustrates the dif-
ficulty of trying to enter an established market with an existing dominant
player. Nonetheless, quantum computing is the only truly new model of
computing that has been proposed, in the sense that it is not bound by the
extended Church-Turing thesis. As a more general model of computing—
in much the same way in which quantum mechanics is a more general
model of physics than classical mechanics—quantum computing has the
theoretical potential to solve some problems that no classical computer
could realistically attack. This “quantum advantage,” which could mani-
fest as a disruptive rather than an incremental innovation, is what makes
quantum computing so interesting, and motivates both the commercial
interest in quantum computing and the rest of this report.

The next chapter describes the physical phenomena that underlie
quantum computing, comparing the associated operation principles to
those of conventional computers. Subsequent chapters then describe tasks
at which quantum computers could potentially outperform classical com-
puters, their implications for cryptography, the hardware and software
needed to create a working quantum computer, and the strengths and
weaknesses of the underlying physical technologies for creating quantum
computers. The report closes by assessing the feasibility of implementing
a practical quantum computer, the associated timelines and resources
required, and milestones and metrics that can be used to track future
progress.
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Quantum Computing;:
A New Paradigm

Computers today work by converting information to a series of binary
digits, or bits, and operating on these bits using integrated circuits (ICs)
containing billions of transistors. Each bit has only two possible values,
0 or 1. Through manipulations of these so-called binary representations,
computers process text documents and spreadsheets, create amazing
visual worlds in games and movies, and provide the Web-based services
on which many have come to depend.

A quantum computer also represents information as a series of bits,
called quantum bits, or qubits. Like a normal bit, a qubit can be either 0
or 1, but unlike a normal bit, which can only be 0 or 1, a qubit can also
be in a state where it is both at the same time. When extended to systems
of many qubits, this ability to be in all possible binary states at the same
time gives rise to the potential computational power of quantum comput-
ing. However, the rules that govern quantum systems also make it dif-
ficult to take advantage of this power. How best to make use of quantum
properties—and the nature of the improvements these properties make
possible—is neither trivial nor obvious.

This chapter provides an introduction to some of the unique proper-
ties of the quantum world, showing how some provide computational
advantages while others constrain the ability to use these advantages. The
mechanisms for manipulating classical and quantum bits are compared
and contrasted to illustrate the unique challenges and benefits of quantum
computing. The chapter concludes by describing the types of quantum
computers currently being pursued by researchers, providing a first look
at the progress that will be assessed in the chapters to follow.

24
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2.1 THE NONINTUITIVE PHYSICS
OF THE QUANTUM WORLD

Originally introduced in the early 20th century, quantum mechanics is
one of the most well-tested models for explaining the physical world. The
theory—that is, the underlying abstract rules and their mathematical rep-
resentations—describes the behavior of particles at very small distances
and energy scales. These properties are the basis for understanding the
physical and chemical properties of all matter. Quantum mechanics pro-
vides the same observable and intuitive results we expect for large objects,
but its descriptions of the small-scale behavior of subatomic particles,
although accurate, are exotic and nonintuitive.!

According to the theory, a quantum object does not generally exist
in a completely determined and knowable state. In fact, each time one
observes a quantum object it looks like a particle, but when it is not being
observed it behaves like a wave. This so-called wave-particle duality leads
to many interesting physical phenomena.

For example, quantum objects can exist in multiple states all at once,
with each of the states adding together and interfering like waves to
define the overall quantum state. In general, the state of any quantum
system is described in terms of “wave functions.” In many cases, the
state of a system can be expressed mathematically as a sum of the pos-
sible contributing states,? each scaled by a complex number? coefficient
that reflects the relative weight of the state. Such states are said to be
“coherent,” because the contributing states can interfere with each other
constructively and destructively, much like wavefronts.*

However, when one attempts to observe a quantum system, only
one of its components is observed, with a probability proportional to the
square of the absolute value of its coefficient. To an observer, the system

! This simple overview of quantum phenomena is intended to provide context for discus-
sion of quantum computing. The foundational theory and scientific history of the field are
fascinating and extensive, and beyond the ability of this report to fully convey. The com-
mittee refers the interested reader to the following reference for additional explanation and
discussion of quantum mechanical phenomena: N.D. Mermin, 1981, “Quantum Mysteries
for Anyone,” Journal of Philosophy 78(7):397-408.

2 Strictly speaking, each of the contributing states is also called a “wave function”; the state
of any coherent quantum system is defined by a wave function.

3 The wave-like nature of the wave function means that the coefficients can describe both
the amplitude and phase of this state. In this usage, “complex” means a number that is rep-
resented by two real numbers, one defining the amplitude, and the other the phase. This is
often represented as Ae'®, where A is the amplitude, and 0 is the phase shift. A phase shift of
n/2 or 90 degrees is written as i and a phase shift of = or 180 degrees is —1.

4 Quantum systems that are not fully coherent must be represented using a “density ma-
trix,” which defines the classical probability that a system is in any particular quantum
state—in this case, the possible contributing states do not interfere with each other.
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will always look classical when measured. Observation of a quantum
object (or quantum system—that is, a system of quantum objects), for-
mally called “measurement,” occurs when the object interacts with some
larger physical system that extracts information from it. Measurement
fundamentally disrupts a quantum state: it “collapses” the aspect of wave
function that was measured into a single observable state, resulting in a
loss of information. After the measurement, the quantum object’s wave
function is that of the state that was detected, rather than that of its pre-
measurement state.

To visualize this, consider an ordinary coin on a table-top. In the
classical world that we experience daily, its state is either heads-up (U) or
heads-down (D). A quantum version of a coin would exist in a combina-
tion, or “superposition,” of both states at the same time. The wave func-
tion of a quantum coin could be written as a weighted sum of both states,
scaled by coefficients C ; and C,. However, an attempt to observe the state
of a quantum coin will result in finding it to be only heads up or heads
down—upon measurement, it will be in only one of the two states, with
a probability proportional to the square of the corresponding coefficient.

Because a pair of conventional coins has four possible states (UU, UD,
DU, and DD), a pair of quantum coins could exist as a superposition of
these four conventional states, each weighted by its own coefficient, C
Cup Cpur Cpp—and so on for larger collections of quantum coins.

Upon measurement, a pair of quantum coins will appear like a pair
of classical coins—in only one of the four possible configurations on
the table-top. Similarly, a system of n quantum coins will only ever be
observed to be in one of its 2" possible states.

Under some circumstances, two or more quantum objects in a system
can be intrinsically linked such that measurement of one dictates the
possible measurement outcomes for another, regardless of how far apart
the two objects are. The property underlying this phenomenon, known
as “entanglement,” is key to the potential power of quantum computing.

The evolution of any quantum system is governed by the Schrodinger
equation, which relates how the wave function of the system changes
given the energy environment that it experiences. This environment is
defined by the so-called Hamiltonian of the system, a mathematical repre-
sentation of the energies resulting from all forces felt by all elements of the
system.” In order to control a quantum system, one must therefore care-
fully control its energy environment, both by isolating the system from

5 Strictly speaking, the Hamiltonian is the mathematical description of the environment,
which, for a quantum-mechanical system, takes the form of an operator. However, the term
is often also used to refer to the environment itself; this convention may also be used in this
report.
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the rest of the universe (which contains forces not easily controlled), and
by deliberately applying energy fields within the isolation region to elicit
a desired behavior. In practice, complete isolation is impossible, although
interactions with the environment can be minimized; the quantum system
will ultimately exchange some energy and information with the broader
environment over time, a process known as “decoherence.” This can be
thought of as the environment continually making small random mea-
surements on the system, each of which causes a partial collapse of the
wave function.

The unique properties described above, and summarized in Box 2.1,
were revealed through foundational scientific discovery. When carefully
controlled, these intrinsic characteristics of matter also present new poten-
tial paradigms for engineering—in particular, for encoding, manipulating,
and transferring information.

2.2 THE LANDSCAPE OF QUANTUM TECHNOLOGY

Over the past several decades, significant progress has been made
in R&D for controlling and harnessing the power of quantum systems,
revealing the potential for transformative quantum technologies. While
the field of quantum computing has been perhaps most visible in the
public eye, it is important to recognize that the range of applications of
quantum phenomena is broader than quantum computing alone. Under
the general heading of quantum information science, the fields of quan-
tum communication and networking, and quantum sensing and metrol-
ogy are also thriving areas of foundational scientific research with distinct
technological objectives. While these fields are at differing levels of tech-
nological maturity, the boundaries between them are not always easily
defined, because all of the fields are based upon the same underlying
phenomena and face many of the same challenges [1]. They all make use
of the unique properties of quantum systems, are based upon the same
underlying physical theory, and share many common hardware and labo-
ratory techniques. As a result, their progress is mutually dependent. For
a rough sense of research output in each of these areas, one may examine
the number of published research papers produced over time. Research
trends for quantum computing and algorithms, quantum communica-
tions, and quantum sensing and metrology are illustrated in Figure 2.1.°

The field of quantum information science generally explores how
information can be encoded in a quantum system, including the associ-
ated statistics, limitations, and unique affordances of quantum mechanics.

6 See Appendix E for a discussion of research efforts by nation of origin.
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BOX 2.1
Unique Properties of the Quantum World

The theory of quantum mechanics is a mathematical description of the world
at very small scales and is the most accurate theory for understanding and pre-
dicting properties about the physical universe. Quantum interactions are quite
unlike those experienced by people every day. Some of the defining principles of
quantum mechanics are described below.

3 Wave-particle duality—A quantum object generally has both wave- and
particle-like properties. While the evolution of the system follows a wave
equation, any measurement of the system will return a value consistent
with it being a particle.

. Superposition—A quantum system can exist in two or more states at
once, referred to as a “superposition” of states or a “superposition state.”
The wave function for such a superposition state can be described as a
linear combination of the contributing states, with complex coefficients.
These coefficients describe the magnitude and relative phases between
the contributing states.

. Coherence—When a quantum system’s state can be described by a set
of complex numbers, one for each basis state of the system, the system
state is said to be “coherent.” Coherence is necessary for quantum
phenomena such as quantum interference, superposition, and entangle-
ment. Small interactions with the environment cause quantum systems
to slowly decohere. The environmental interactions make even the com-
plex coefficients for each state probabilistic.

e  Entanglement—Entanglement is a special property of some (but not all)
multiparticle superposition states, where measurement of the state of
one particle collapses the state of the other particles, even if the particles
are far apart with no apparent way to interact. This arises when the wave
functions for different particles are not separable (in mathematical terms,
when the wave function for the entire system cannot be written as a
product of the wave functions for each particle). There is no classical
analogue to this phenomenon.

e Measurement—Measurement of a quantum system fundamentally
changes it. In the case where the measurement yields a well-defined
value, the system is left in a state corresponding to the measured value.
This is commonly referred to as “collapsing the wave function.”

Harnessing these properties in a controlled way creates new potential para-
digms for engineering.
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FIGURE 2.1 The number of research papers published per year in quantum
computing and algorithms, quantum communications, and quantum sensing and
metrology, respectively. See Appendix E for a discussion of research efforts in dif-
ferent nations. Data are the result of a bibliometric analysis conducted by a team
at the Naval Surface Warfare Center Dahlgren Division. SOURCE: Data courtesy
of Jacob Farinholt.

This area provides much of the foundation for quantum computing, com-
munications, and sensing.

R&D in quantum communication focuses on the transport or exchange
of information by encoding it into a quantum system. Quantum commu-
nication protocols are likely to be necessary for quantum computing—
whether to transport information from one part of quantum computer
hardware to another, or to enable communication between quantum com-
puters. A subfield of quantum communication is quantum cryptography,
in which quantum properties are used to design communication systems
that may not be eavesdropped upon by an observer.”

7 The most prominent example is quantum key distribution (QKD), a quantum measure-
ment-based method of distributing cryptographic keys to use for standard (classical) encryp-
tion of data sent over classical communication channels. The best-known protocol, called
BB84, was developed by Charlie Bennett and Gilles Brassard in 1984. This protocol has been
experimentally deployed both via fiber optic cables and via satellite. It has even led to sever-
al companies and commercial products. While QKD and quantum cryptography in general
do not remove the risk of side channel attacks and are currently more expensive than classi-
cal methods to deploy, theoretical and experimental research continues to advance.
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Quantum sensing and metrology involve the study and development
of quantum systems whose extreme sensitivity to environmental distur-
bances can be exploited in order to measure important physical properties
(such as magnetic fields, electric fields, gravity, and temperature) with
more precision than is possible with classical technologies. Quantum sen-
sors are commonly based upon qubits and are implemented using many
of the same physical systems® used in experimental quantum computers.

Quantum computing, the primary focus of this report, leverages the
quantum mechanical properties of interference, superposition, and entan-
glement to perform computations that are roughly analogous to (although
they operate quite differently from) those performed on a classical com-
puter. In general, a quantum computer is defined as a physical system
that comprises a collection of coupled qubits that may be controlled and
manipulated in order to implement an algorithm such that measurement
of the system’s final state yields the answer to a problem of interest with
a high probability. The qubits of a quantum computer themselves must
be sufficiently isolated from the environment for their quantum state to
remain coherent for the duration of a computation.

Finding: Research in quantum mechanics has already led to fundamental
advances in physics and to promising new technologies—for example,
in quantum sensing. Such advances and applications are likely to drive
further work that will help to deepen human knowledge of quantum
phenomena and lead to improved methods for quantum engineering.

The foundations of classical and quantum computing are compared
in the remainder of this chapter, in order to illustrate the fundamental
differences between their components, and to provide a basic overview
of the properties of quantum computation.

2.3 BITS AND QUBITS

In order to provide insight into how quantum properties enable a
new computing paradigm, and how to meet the ensuing challenges, this
section provides a brief overview of the foundations of classical comput-
ing, including how machines process information, which is represented
by bits. The analogous quantum systems are then presented, and their
properties compared and contrasted.

8 For example, trapped ions, superconducting circuits, neutral atoms, nitrogen vacancies in
diamond; these technologies are discussed in more detail later in this chapter and in Chapter
5.
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2.3.1 Classical Computing: From Analog
Signals to Bits and Digital Gates

The powerful classical computing systems that exist today are based
upon a robust foundation of reliable physical components. Transistors,
the basic building blocks for integrated circuits (ICs) in classical comput-
ers, communicate with each other through the use of electrical “signals.”
These signals are “analog” in nature, which means that their values can
change smoothly, as with temperature, or speed.” In a circuit, transistors
are connected via wires, which conduct the electrical signals from one
device to the other. Unfortunately, these electrical signals also interact
with their environment, and this interaction can disrupt or “perturb”
their value. Such perturbation is called “noise,” and it can be broken
down into two components. The first, “fundamental noise,” results from
energy fluctuations arising spontaneously within any object that is above
absolute zero in temperature. The second, “systematic noise,” results from
signal interactions that in theory could have been modeled and corrected,
but either were not modeled at all, were not modeled correctly, or were
left deliberately uncorrected at the hardware level. This systematic noise
arises from many sources. For example, abstractions are used to reduce
design complexity, which is essential when creating complex systems.
Yet these abstractions often introduce systematic noise, since by hiding
implementation details, the designers do not know the precise details of
the implementation they are using. Even when information hiding is not a
problem, systematic noise still arises from manufacturing variations. While
a designer can consider the nominal signal interactions, variations in the
manufacturing process—which, as a matter of practice, is not perfectly
precise—would create a system slightly different from the one designed.
These residual differences also give rise to systematic noise. In order to
work properly, a circuit must be robust to the noise these variations cause.

When a circuit is analog (that is, when small changes in its input or
parameters cause small changes in its output) the effects of noise are usu-
ally additive, accumulating as a signal passes through each successive
circuit. While the noise added at each stage may be small enough that
it does not disrupt a given process, the cumulative noise can ultimately
become large enough to affect the accuracy (or fidelity) of the result. Con-
sequently, electronic analog computers were never very popular or very
complex, and they fell out of use after the 1950s and 1960s.

To get around the noise problem with analog circuits, most ICs use
transistors to create circuits which operate on digital, binary signals (called

° By analogy, to get to 60 miles per hour in a car from a stop, the car’s speed continuously
increases from 0 to 60 miles per hour and hits all speeds between those limits.
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“bits”), rather than analog signals. These circuits, called “digital gates” or
simply “gates,” view the electrical signal as a binary value, as either 0 or
1, rather than viewing it as a real number that changes smoothly from 0
to 1. Some gates, called “registers” or “memories,” store the value of a bit,
while others process a number of input bit values to create a new output
value. By restricting the set of values a signal can carry, gates can reject
noise that was added to the signal, providing what is called “noise immu-
nity.” This is achieved by treating all signals that have electrical values
close to the nominal 0 level as a zero, and signals around the 1 level as a
one, and provide an output value that doesn’t depend on the exact input
voltage. Figure 2.2 shows the input/output relationship for an analog
amplifier, and a digital logic gate (an inverter), which shows how the
inverter is able to reject noise that is a third the size of the output swing.

Building ICs entirely out of digital gates simplifies the design process
for digital systems significantly by creating a robust circuit framework that
is insensitive to most fabrication or design variation. Thus, the designers
can ignore all the circuit issues and think about gates simply as func-
tions (known as Boolean functions) that take in binary values and output
binary values. The kinds of functions that operate this way are completely
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FIGURE 2.2 Input and output relationships for examples of an analog amplifier
and a digital inverter. For the analog circuit, small changes in the input voltage
will cause small changes in the output voltage. For the digital inverter, when the
input is close to 0 V or 1V, variations in the input voltage make no difference in
the output voltage. This attenuation of the input noise around the two Boolean
states (0 V and 1 V) for the digital inverter is called noise immunity. SOURCE:
Data generated using HSPICE, using 45 nm transistors models from the predictive
technology modeling effort at Arizona State University; see Nanoscale Integra-
tion and Modeling (NIMO) Group, “Introduction: Predictive Technology Model,”
http://ptm.asu.edu/.
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TABLE 2.1 Primitive Boolean Operations

Inputs Output Symbolic
Boolean Operation x y Notation
AND 0 0 0 XAy

0 1 0

1 0 0

1 1 1
OR 0 0 0 xVy

0 1 1

1 0 1

1 1 1
XOR 0 0 0 x®y

0 1 1

1 0 1

1 1 0
NOT 0 1 ~X

1 0

NOTE: Primitive Boolean operations, implemented through digital logic gates, are the
building blocks of contemporary computation. A universal set of basis operations can be
constructed from just two of these operations: NOT and one of either AND or OR.

described by the well-established rules of Boolean algebra. These rules
describe how any complicated Boolean function can be decomposed into
a small series of simpler operations, such as those listed in Table 2.1. This
translation allows today’s hardware designers to describe their designs at
a relatively high abstraction level and to use an automated design tool to
map them to the required logic gates, a process called “logic synthesis.”
Since the number of basic building blocks is limited, all IC manufacturers
provide a set of predesigned and tested logic gates, their “standard cell
library,” that may be incorporated into a chip’s design and built in silicon
using their manufacturing technology.

Using both digital logic and standard libraries for these logic gates
also makes designs robust—that is, they have negligible error rates. IC
manufacturers provide checking tools that analyze a design to ensure
that its systematic noise is smaller than the noise margin of their gates,
ensuring that the logical abstraction can be implemented by the underly-
ing components.

Even with the large noise margin in digital gates, noise can sometimes
be large enough to disrupt the Boolean values stored in memories. To get
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high density and high performance, these structures typically have larger
device variations and smaller noise margins, so occasionally the noise is
large enough to corrupt a digital output. To correct for this, a layer of error
protection is added. The data is “encoded,” using an error correction code
(ECC), adding some bits that add redundancy to the values stored in the
memory. This code is checked on each read, making it possible to detect
memory errors. Efficient ECCs have been developed that, with small
overheads (adding 8 bits to a 64-bit value, which is <15 percent overhead),
can detect and correct any single-bit error in a memory operation and
detect double-bit errors. Efficient error correction schemes are critical to
the success and reliability of today’s classical computing systems. This
type of algorithmic error correction is even more important in quantum
computing, since quantum gates have little intrinsic noise immunity, as
the next section will show.

The digital design flow also helps with other aspects of the design,
such as testing and removing errors from the design, a process generally
called “debugging.” In ICs, there are two types of errors that need to be
dealt with: design errors and manufacturing defects. Given the complex-
ity of modern systems, errors (bugs) inevitably occur in the design, so
methods to find these errors and correct them is a key aspect of any design
strategy. When the circuit is integrated on a small piece of silicon, it is
hard or impossible to look at internal signals to try to track the error. To
mitigate this, the synthesis tools that map the high-level design descrip-
tion into gates add additional hardware to the design to provide internal
test points that enable this type of design debugging. These internal test
points also enable tools to automatically generate tests that can confirm
that the manufactured chip performs the exact same Boolean function as
specified in the design, greatly simplifying manufacturing tests.

As the next sections will show, while quantum computers have bit-
like structures (called “qubits”) and gates, they behave very differently
from classical bits and digital gates. The qubits possess both digital and
analog character that provide their potential computational power. Their
analog nature implies that unlike classical gates, the quantum gates have
no noise margin (input errors are passed directly to output of the gate),
but their digital nature provides a means to recover from this critical
drawback. Thus, the digital design approach and abstractions developed
for classical computing cannot be used directly for quantum computing.
Quantum computing may borrow ideas from conventional computing;
however, it will ultimately need its own method to mitigate the effects
of processing variations and noise, and it will have to develop its own
approach to debug design errors and manufacturing defects.
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2.3.2 The Quantum Bit, or “Qubit”

When creating conventional ICs, designers take great pains to mini-
mize the effect of quantum phenomena, which typically manifest as noise
or other errors that affect transistor performance, especially as devices
get smaller and smaller. Quantum computing in all its forms takes a very
different approach by embracing rather than trying to minimize quantum
phenomena, using quantum rather than classical bits.

A quantum bit, or qubit, has two quantum states, analogous to the clas-
sical binary states. While the qubit can be in either state, it can also exist
in a “superposition” of the two (as described earlier in the example of a
quantum coin). These states are often represented in so-called Dirac nota-
tion, where the state’s label is written between a | and a ). Thus, a qubit’s
two component, or “basis,” states are generally written as | 0) and |1). Any
given qubit wave function may be written as a linear combination of the
two states, each with its own complex coefficient a;: |y) = a,|0)+ a, |1).
Since the probability of reading a state is proportional to the square of its
coefficient’s magnitude, |a,|? corresponds to the probability of detecting
the state |0), and |4, |2 to the probability of detecting |1). The sum of the
probabilities of each possible output state must be one hundred percent,
mathematically expressed in this case as |a,|? + |a,|* = 1.

While a classical bit is entirely specified either as 1 or 0, a qubit is
specified by the continuum of the values a, and a,, which are actually
analog—that is, the relative contribution from each possible state can be
any value between zero and one, provided the total probability is one. Of
course, this richness exists before the qubit’s state is measured, or “read
out.” The result of a measurement looks just like a classical bit,a O ora 1,
with the associated probability of getting each value proportional to the
square of the absolute value of the coefficient of the corresponding state,
| 2 or |a1|2. Furthermore, upon measurement, the qubit’s coefficient (or
amplitude) becomes one in the state that is read and zero in the other;
all information about the amplitudes is destroyed upon measurement.!”
Measurement outcomes for a single qubit are listed in Table 2.2 and
explained in more detail in Box 2.2.

10 However, if one were to initialize a qubit in a specific state an arbitrary number of times,
and measure it each time, one would be able to create a histogram of the number of times
that a measurement yields each output, which would enable one to statistically approximate
the relative probabilities associated with each state, and so infer the absolute value of the
coefficient (equivalent to the square root of the calculated probability).
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TABLE 2.2 Measurement Outcomes and Probabilities for a Single
Qubit Given Its Initial State for Several Examples

Premeasurement State (Wave | Measurement Probability Postmeasurement
function) of Qubit Outcome of Outcome State of Qubit
ly)=10) 0 100% ly)=10)
ly)=11) 1 100% ly)=11)

1 1 0 50% ly)=10)

=—=0)+—=11

= gFlo+Z b 1 50% ly)=11)

1 V3 0 25% ly)=10)
ly)= 5 10) +—[1) .

2 2 1 75% lv)=11)

1 V3e-in/t 0 25% [w)=10)
ly)= 5 10) +——11)

2 2 1 75% ly)=11)

BOX 2.2

Measurement of a Single Qubit

When a qubit is in the state |) =10), the result of measurement will be 0 with
a probability of 100 percent, which is not unlike what happens with a classical bit.
Similarly, measurement of a qubit in state |y) = |1) will yield an outcome of 1 with
a probability of 100 percent.

For a qubit in a superposition state, the outcome is less simple—the outcome
of measurement, even of a known state, cannot be predicted with certainty. For

1 1
example, the superposition state |y)= ﬁ ‘0>+$ ’1 > has an equal probabil-

ity (50 percent) of yielding either outcome (probability being the square of the
amplitude, or ¥2). Repeated preparation and measurement of this state will yield
a random sequence of outcomes approaching an equal incidence of each as the
number of trials increases, as would a classical coin flip. Accordingly, this state can
be thought of as a “quantum coin.”

After measuring a certain value, the qubit is left in the state corresponding to
that value. For example, if the outcome of measurement is 1, the postmeasurement
qubit is in the state |y) =|1), regardless of the state it was in prior to measurement.
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2.3.3 Multiqubit Systems

Consider a system of two bits. Classically, two bits can exist in four
possible configurations, 00, 01, 10, and 11. In order to compute the out-
put of a two-bit Boolean function for each of these possible inputs using
a classical circuit, one would need to generate each corresponding pair
of signals, and either send each in turn into a gate corresponding to the
function, or direct each signal into its own copy of four identical gates
corresponding to the function of interest.

On the other hand, if one used a quantum computer, all four possibili-
ties could be encoded into the state of the two qubits via superposition of
the four quantum basis states |00), |01), |10), and |11). The computation
could be executed using a single quantum gate, which would operate on
all of the states in parallel, at the same time. It is easy to see why a multi-
qubit system might be powerful. However, as alluded to previously—and
as the next two sections will show—extracting any corresponding value
out of the quantum system is hard.

Another way to think about the potential power of a collection of
qubits is to look at the amount of information needed to fully specify
the state of the system of qubits. A conventional digital two-bit system
requires two bits of information to represent its state. In contrast, a two-
qubit system exists in a superposition of four states (|00}, |01), |10),
and |11)), requiring four complex constants, (a, 4,,, 4,,, and a;;) to fully
describe the quantum state, rather than two bits. Different values of the
four coefficients encode the results of all possible types of previous oper-
ations done on these two qubits, as well as the probability of ending up
in each state if the system is measured. For a three-qubit system, eight
coefficients are required to specify to contributions from the basis states
(1000}, [100), |010), |001), | 110}, |101), |011), and |111)) to the three-
qubit wave function. Following this logic, an n-qubit system requires 2"
coefficients, a;, to be specified, rather than 7 bits as in a classical computer.
This exponential scaling of the quantum state is what allows 32 qubits to
represent all 232 possible outputs of a 32-bit function and illustrates the
richness of a quantum computer, and the difficulties in modeling these
machines classically as they increase in size.

This view also points out that, while qubits have “bit” in their name,
they are neither digital nor purely binary. The state of a qubit system is
encoded in the a, coefficient values, a set of analog signals (actually com-
plex numbers), which are not robust to noise. In a digital system with
only two legitimate levels, say 0 and 1, it is easy to remove noise in the
system, as the values will all be close to 0 or 1, with minor deviations. For
example, an input signal value of 0.9 is almost certainly a 1, so a gate can
“remove” the noise by treating this input value as a 1 before computing
its output. In an analog signal, for which any value between 0 and 1 might

Copyright National Academy of Sciences. All rights reserved.


http://www.nap.edu/25196

Quantum Computing: Progress and Prospects

38 QUANTUM COMPUTING

be meaningful and allowed, there is no way to know whether the signal is
correct or if it has been corrupted by noise. For example, 0.9 could mean
1 with some error, or it could mean 0.9 with no error. In this situation, the
best guess (that results in the smallest net error) is always to assume the
error is zero and to treat the noisy value as the actual signal. This means
that noise in a physical implementation of a qubit system perturbs the
actual g, values and affects the “fidelity” of the resulting quantum compu-
tation. Quantum gates have no noise margins, since their inputs (the ini-
tial 2, values) and their outputs (the final 4; values) are analog values. Since
no analog gate perfectly matches its specifications (it is impossible to be
perfectly precise), each gate operation will also add noise to the overall
system, in a quantity that depends on the precision of the gate operations.

Normally, this lack of noise immunity would mean that the “com-
pute depth”—the number of sequential operations that can be performed
accurately—of a quantum computer would be limited, as with any analog
computer. However, quantum gates are not completely analog: measure-
ment of a qubit always returns a binary value. This digital relationship
between inputs and outputs means that logical error correction can be
applied to quantum machines that use quantum gates as their basic opera-
tions. These algorithms are called quantum error correction (QEC) and
can be run on a noisy, gate-based quantum computer to reduce errors
and emulate a noiseless system. As with classical error correcting codes
mentioned in Section 2.3.1, QEC must add redundancy, and in the quan-
tum case this redundancy must be entangled with the rest of the system
state, in order to recover from error. Unlike classical codes, which have
small overheads, QEC codes tend to have very high overheads, and can
increase the number of qubits required to execute an error-free computa-
tion by many orders of magnitude. QEC algorithms are described in more
detail in Section 3.2.

2.4 COMPUTING WITH QUBITS

The analog nature of qubit states and quantum gates dramatically
changes the necessary design approaches and circuit architectures for
quantum computers. (See Figure 2.3.) In conventional computer design,
the robustness of the digital signal and gates to noise make it easy to
optimize the design for performance—that is, to maximize the number of
operations that can be performed in parallel (at the same time). A single
IC can contain hundreds of millions of gates placed in different locations.
Each wire connects the output of a gate (a 1 or a 0) to the gates that use
that electrical signal as an input. While manufacturing variations make
each gate a little different, and the electrical signals on the wires can inter-
act with and introduce systematic noise in each other, the noise immunity
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